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ABSTRACT

The rapid adoption of Artificial Intelligence (Al) in the Indonesian business sector has reshaped
operational efficiency while raising concerns regarding ethics and personal data protection. Grounded
in theories of Responsible Al, algorithmic accountability, and data governance, this study aims to
examine ethical and legal challenges arising from Al deployment, evaluate the adequacy of
Indonesia’s regulatory framework, and propose a governance model suitable for business contexts.
This research employs a normative juridical method supported by statute, conceptual, and comparative
approaches. Data were analyzed qualitatively through interpretation and synthesis of legal norms,
academic studies, and international frameworks such as the EU Al Act, OECD Al Principles, and
ASEAN AI Governance Guidelines. The findings show that although Al enhances decision-making
and automation in businesses, Indonesia lacks specific regulations on algorithmic transparency, risk-
based Al classification, and corporate accountability. Existing laws, including the Personal Data
Protection Law and the Electronic Information and Transactions Law, have not fully addressed these
challenges. The novelty of this research lies in offering an integrated Al governance framework that
combines ethical principles, data-protection standards, and corporate compliance to guide responsible
Al implementation in Indonesian businesses.
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INTRODUCTION

The development of Artificial Intelligence (Al) has been one of the main markers
of digital transformation in the last decade. Various technologies such as machine
learning, natural language processing, and predictive analytics have been widely adopted
to support decision making, process automation, and service personalization. At the
global level, discourse on Al governance has intensified, marked by the emergence of
various regulatory frameworks and ethical principles such as the EU Al Act, OECD Al
Principles, UNESCO Recommendation on the Ethics of Al, and regional initiatives such
as the ASEAN Guide on Al Governance and Ethics (Asyifa & Rohida, 2025).

In Indonesia, the use of Al in the business sector shows a growing trend, particularly in the
digital finance, fintech lending, banking, e-commerce, telecommunications, and information
security industries. Al is used in credit scoring systems, fraud detection, customer service
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automation, recommender systems, and even cyber security and data protection (Elpina, 2024).
Empirical evidence shows that this utilization can improve efficiency, reduce operational costs,
and accelerate business decision-making processes. However, on the other hand, the use of Al,
which is highly dependent on large-scale data processing (big data), raises new issues related to
algorithmic bias, the lack of transparency in decision-making processes, and an increased risk of
privacy and personal data protection violations.

A number of legal and policy studies in Indonesia show that the use of Al in the processing
and analysis of personal data has the potential to threaten individual privacy rights, especially
when the technology is operated without adequate ethical and governance standards (Junaidi et
al., 2024). Research on the urgency of specific Al regulations and their use to protect personal
data confirms that existing legal instruments in Indonesia are still scattered across various sectoral
regulations and do not yet provide optimal protection (Disemadi, 2021). A similar situation can
be seen in studies on personal data protection in the financial services and fintech sectors, which
found that there are still regulatory gaps and weak law enforcement regarding data misuse
practices by business actors (Agusta, 2020).

From a business ethics perspective, the massive use of consumer personal data for profiling,
targeted marketing, and automated decision-making raises serious questions regarding fairness,
transparency, and accountability of business actors. Recent studies on business ethics and
consumer personal data protection highlight that although the legal framework for data protection
is strengthening, practices in the field still tend to place consumers as objects of data exploitation,
rather than subjects whose rights are fully guaranteed (Matondang et al., 2025). Other research
shows that the adoption of Al in business without strong governance policies can actually deepen
information inequality and increase the potential for algorithmic abuse of power by corporations
(Pradana et al., 2025).

Normatively, Indonesia has Law Number 27 of 2022 concerning Personal Data Protection,
which is an important milestone in strengthening the privacy rights of citizens in the digital space.
However, several studies indicate that the implementation of the Personal Data Protection Law
still faces various obstacles, including incomplete derivative regulations, weak supervisory
institutions, and the lack of a culture of data compliance among business actors (Bachtiar et al.,
2025). In the context of Al this problem becomes even more complex because the collection,
storage, and processing of personal data occurs automatically and is often not transparent to the
data subjects. A study on legal responsibility for Al-based personal data processing confirms that
without clear regulations on algorithmic accountability, it will be difficult to effectively protect
individuals through legal means (Junaidi et al., 2024).

Various literature in Indonesia has discussed key issues related to Al, data
protection, and regulation. Disemadi analyzes the urgency of specific regulations and the
use of Al to realize personal data protection, concluding that scattered regulations in
various laws are no longer adequate to deal with the dynamics of digital technology
(Disemadi, 2021). Ghazmi (2021) highlighted the need for Al regulation in the online
business sector as a preventive measure to mitigate the risks posed by technological
advances to consumers. Wulandari (2025) examines artificial intelligence and data
protection by reviewing the compatibility of Indonesian policies with international
standards, and emphasizes the need to harmonize national legal norms with global
principles. Pradana et al., (2025) examined policy challenges related to the use of Al in
public sector governance and emphasized the importance of an Al governance framework
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to build public trust and improve service quality.

On the other hand, studies on personal data protection in the context of fintech and financial
services reveal that the existing supervisory framework is not yet fully capable of preventing data
misuse by electronic system operators, especially in peer-to-peer lending services (Agusta, 2020).
Research on personal data law enforcement after the enactment of the PDP Law also shows that
the biggest challenges lie in enforcement, institutional capacity, and business awareness of
compliance obligations. Beyond that, discourse on Lex Al as a sui generis Al governance
framework has begun to develop and encourages the need for regulatory designs that can address
the unique characteristics of Al technology, including the question of who should be held
responsible when Al systems cause harm (Lisaldy et al., 2024).

Although the number of publications on artificial intelligence continues to increase, a
literature review shows that most research in Indonesia still focuses on three main issues: first,
discussions on the urgency of establishing specific regulations related to Al; second, studies on
personal data protection in general; and third, analysis of Al application in the public sector and
certain financial services. Relatively few studies comprehensively discuss Al governance in the
context of the Indonesian business sector by combining three important aspects at once, namely
business ethics, personal data protection, and corporate compliance with the applicable regulatory
framework. In addition, the discourse on how companies should build internal governance, such
as the formation of an Al ethics council, the implementation of algorithmic audits, and the
application of algorithmic impact assessments, is still very limited in Indonesian business law
literature.

This situation has created an important research gap that needs to be filled. First, there is
no Al governance model that has been designed normatively based on Indonesian law and
specifically directed at business practices, rather than just public administration. Second, the
relationship between Al ethics, personal data protection, and corporate governance mechanisms
has rarely been studied comprehensively. Third, the implications of the PDP Law on the
obligations of corporations operating high-risk Al systems have not been widely analyzed from a
risk-based regulation perspective. This gap indicates the need for research that not only describes
the problem but also offers a conceptual and normative framework for Al governance in the
business sector.

Based on this gap, this study has novelty in several aspects. First, the study focuses on Al
governance in the Indonesian business sector by placing the dimensions of ethics and personal
data protection at the core of the analysis, rather than as additional issues. Second, the study
combines a normative legal approach with a comparative study of global Al governance
frameworks (such as the EU Al Act and international Al ethics guidelines) to formulate a
governance model that is contextual to the Indonesian legal system. Third, the study offers a
practically oriented Al governance framework as a reference for business actors in developing
internal policies and corporate compliance mechanisms.

The problem-solving plan in this study was carried out through an analysis of (1) the
practice of Al use in the Indonesian business sector, particularly in relation to personal data
processing; (2) the legal framework governing personal data protection, electronic transactions,
and sectoral regulations in the fields of finance and technology; and (3) the principles of Al
governance in relevant global literature to be adopted. Using a normative legal approach
combined with conceptual and comparative approaches, this study seeks to develop
recommendations for an Al governance model that can be implemented by companies in
Indonesia, while also providing input for policymakers.
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In line with this, the objectives of this study are: (1) to describe the use of Al in the
Indonesian business sector and its implications for business ethics and personal data protection;
(2) to analyze the adequacy and weaknesses of the regulatory framework governing Al and
personal data protection in Indonesia; and (3) to formulate an Al governance model that can serve
as a reference for business actors in managing the ethical and legal risks of Al use.

Within the framework of normative research, the working hypothesis proposed is that the
use of Al in the Indonesian business sector is currently not supported by adequate governance and
regulatory frameworks, thereby creating new vulnerabilities for consumer privacy rights and
personal data protection. Conversely, the development of an Al governance framework based on
the principles of fairness, transparency, accountability, and compliance with the Personal Data
Protection Law has the potential to become an important instrument for balancing business
innovation and the protection of individual rights in the era of artificial intelligence.

Based on this description, it is clear that the development of Al in the Indonesian business
sector has created an urgent need for a governance framework that can balance innovation with
the protection of fundamental consumer rights. The limitations of the existing regulatory
structure, the lack of operational ethical guidelines, and the lack of comprehensive studies on Al
governance from a business perspective indicate an academic gap and a need for relevant research.
Therefore, this study aims to analyze in depth the ethical challenges and personal data protection
issues in the use of Al in the Indonesian business sector, examine the adequacy of applicable
regulations, and offer a more adaptive, accountable Al governance model that is in line with the
national legal context. Thus, this study not only contributes to the development of literature on
artificial intelligence governance, but also provides a conceptual foundation that can be used by
policymakers and business actors in designing responsible Al implementation strategies.

METHOD

This study uses a normative legal approach because the focus of the study lies in analyzing
legal norms, ethical concepts, and principles of Artificial Intelligence (Al) governance that apply
in the Indonesian business sector. This approach is used to examine the suitability of existing
regulatory frameworks, such as the Personal Data Protection Law, the Electronic Information and
Transaction Law, and sectoral regulations from the Financial Services Authority (OJK) and Bank
Indonesia, with the requirements of Al governance, which demand transparency, accountability,
prudence, and personal data protection. To strengthen the analysis, this study adopts three
approaches, namely the statute approach to examine relevant laws and regulations, the conceptual
approach to deepen understanding of core concepts such as Al governance, algorithmic
accountability, and ethical Al, and the comparative approach to compare Indonesian regulations
with international models such as the EU Al Act, OECD Al Principles, UNESCO Ethical Al
Framework, and ASEAN Guide on Al Governance and Ethics.

The research data sources consist of primary, secondary, and tertiary legal materials
collected through documentary studies of laws, policy guidelines, scientific journal articles,
international research reports, and academic literature related to business ethics and personal data
protection. All legal materials were analyzed using qualitative descriptive methods, namely by
interpreting, classifying, and synthesizing data to produce coherent and comprehensive legal
arguments. Through this method, the research aimed to identify ethical and data protection
challenges in the application of Al in the Indonesian business sector, while also formulating an
adaptive, responsible Al governance model that is in line with the characteristics of the national
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legal system.
RESULT AND DISCUSSION

Analysis of Patterns and Characteristics of AI Use in the Indonesian Business Sector

The use of Artificial Intelligence (AI) in Indonesia's business sector has accelerated
significantly in recent years, particularly in the banking, fintech, e-commerce,
telecommunications, and cybersecurity industries. In the financial industry, Al has become the
main foundation for automating risk analysis processes through alternative data-based credit
scoring, enabling financial institutions to assess creditworthiness more quickly and accurately.
Temuan (Razaqi et al., 2024) shows that the use of Al in big data analytics and machine learning
has been proven to improve the accuracy of debtor risk predictions and expand access to financing
for segments that were previously underserved by conventional banks.

In addition to credit scoring, Al technology is also widely used for fraud detection, which
works by analyzing suspicious transaction patterns in real time, reducing the potential for digital
fraud in the fintech and banking sectors. In e-commerce, the integration of recommendation
engines and automated customer service in the form of intelligent chatbots helps improve
customer experience and speed up transaction flows. Novita & Zahra (2024) emphasized that the
application of Al in company operations in Indonesia contributes significantly to increased
efficiency, reduced operating costs, and increased productivity through the automation of
repetitive tasks.

However, the large-scale implementation of Al also faces a number of technical

challenges. The availability of quality data remains a major obstacle, especially since many
companies do not yet have strong data management standards. Uneven digital infrastructure and
limited human resources with expertise in Al and data analytics also slow down the optimal
utilization of this technology. In addition to technical barriers, cybersecurity is also an important
focus, given that Al systems process large volumes of sensitive data. Studi Wardi & Aditya's
(2025) research reveals that fintech companies in Indonesia must deal with the risks of algorithmic
bias, predictive model weaknesses, and system instability when training data is of poor quality or
unrepresentative.
Beyond these challenges, a number of large companies in Indonesia have successfully
implemented Al to support their business transformation. For example, major banks such as BCA
and Bank Mandiri have developed Al-based chatbots for customer service, while e-commerce
platforms such as Tokopedia and Shopee use machine learning to personalize product
recommendations and detect suspicious activity. The telecommunications sector, such as
Telkomsel, utilizes Al for predictive network maintenance, while other digital technology
companies rely on Al to strengthen their cybersecurity systems. These various implementations
show that Al not only accelerates business processes but also serves as an adaptive strategy that
strengthens companies' competitiveness in the digital economy era.

Identifying Ethical Challenges in Al Implementation
One of the most crucial challenges in implementing Al in the Indonesian business sector

is algorithmic bias. In credit assessment, Al systems that use historical data can reinforce
discrimination against underserved groups if the training data is not representative. For example,
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research by the University of Malang found that the use of Al algorithms in credit scoring at
Islamic banks still has the potential to deny credit access to borrowers from economically
disadvantaged groups due to bias in the training data (Marzuki, 2025). Furthermore, in the
recruitment and digital marketing processes, algorithms developed without considering data
diversity can result in automated decisions that disadvantage certain gender or racial groups
(Yamin, 2025).

In addition to algorithmic bias, another challenge that arises is algorithmic opacity or the
“black box” phenomenon. Many Al systems in business are developed with internal logic that is
difficult to explain to consumers or parties affected by automated decisions. Research in the
context of Al regulation in Indonesia shows that the lack of explainability and accountability
mechanisms makes it difficult for aggrieved parties to understand the basis of machine decisions
(Kirana & Silalahi, 2025). This situation has the potential to undermine consumer confidence in
the company and pose a serious reputational risk.

The next challenge is the lack of human oversight in Al systems that automate important
decisions. In many companies, decisions such as credit approval, new customer identification, or
service termination have been transferred to automated systems without sufficient human
supervision. In studies related to Al integration and bounded rationality theory, Samita et al.,
(2025) emphasizes that although Al can reduce the cognitive load on humans, without adequate
human supervision, the system tends to make mistakes that are difficult to correct. The absence
of human supervision increases the risk of decisions that are unfair or do not comply with business
ethics principles.

Digital inequality is also a tangible impact of Al implementation. The risk of digital
discrimination against certain groups is becoming more apparent due to unbalanced data or
models designed with assumptions of homogeneity. Research by Trisena et al., (2025) shows that
in sharia-based businesses, algorithms that do not consider data diversity can reinforce inequality
and violate the values of fairness that are at the core of business ethics. Thus, companies that use
Al are required to conduct audits and mitigate bias so that the decisions made do not reinforce the
marginalization of social or economic groups.

The impact of the above challenges is closely related to how Al affects business ethics
principles such as fairness, accountability, and corporate responsibility. Automated decisions that
are biased, inexplicable, or made without human oversight have the potential to disregard fairness
as a core value and make it difficult to determine who is responsible when losses occur. A study
by Arbani et al., (2025) in the context of the judicial system emphasizes that the development of
Al regulatory and governance frameworks must involve mechanisms for accountability,
transparency, and human involvement so that technology does not replace corporate
responsibility. Therefore, for the Indonesian business sector, the successful implementation of Al
is not only a matter of efficiency and innovation, but also a matter of how to maintain ethical
integrity and public trust.

From this series of ethical issues, the main root of the challenge of implementing Al in
the Indonesian business sector does not lie solely in the technology itself, but rather in the
unpreparedness of corporate governance structures and the legal ecosystem to oversee decisions
generated by algorithms. Al operates based on data and mathematical models, so without
algorithmic audit standards, binding ethical guidelines, and clear transparency mechanisms,
companies face a significant risk of generating automated decisions that are unfair, irresponsible,
and potentially violate consumer privacy rights. This situation shows that technological
innovation must go hand in hand with strengthening governance, rather than being treated as a
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separate process. Thus, for the author, the most urgent issue at present is not only to expand the
adoption of Al, but to ensure that every adoption is carried out within a responsible, explainable,
and accountable framework, so that the benefits of Al for the business sector can be achieved
without sacrificing ethical values and the protection of basic rights of society.

Tantangan Perlindungan Data Pribadi dalam Penggunaan Al

The processing of big data by companies adopting Al technology poses privacy risks that
cannot be ignored. As found in a recent study, although Law No. 27 of 2022 concerning Personal
Data Protection has provided a new legal basis, challenges to privacy violations remain due to the
enormous scale of data and the speed of processing that enables aggressive consumer profiling
(Fajriyah et al., 2025). In the context of business in Indonesia, data collection without explicit
consent from the data subject, also known as lack of informed consent, is a mechanism that is
often overlooked, even though the principle of explicit consent is one of the pillars of the Personal
Data Protection Law (Simanjuntak, 2024).

Not only that, companies also often use data for purposes other than those originally
promised to consumers (purpose shifting). For example, data collected for customer service can
be diverted for algorithm training or additional marketing profiling without notification or
renewed consent from individuals. Such conditions contradict the principles of purpose limitation
and data minimization mandated by the Personal Data Protection Law and various international
recommendations. (Abdullah et al., 2025). In the era of cloud computing and cross-border data
transfer, the risk of data leaks and unauthorized disclosure is increasing, as control over server
locations and data processors may fall outside national jurisdiction. (Varany & Sumanto, 2025).

When looking at the level of business readiness, many Indonesian companies still do not
fully comply with the requirements of the Personal Data Protection Law. Legal studies highlight
that independent supervisory agencies have not been effectively established, derivative technical
regulations are still incomplete, and business actors' awareness of obligations such as data
deletion, security audits, or incident reporting is still low (Varany & Sumanto, 2025). As a result,
there is a gap between what is regulated by law and what is practiced by companies. For example,
companies still collect more data than necessary (data minimization) or process data without a
clear legal basis (Iawfulness). A business approach that prioritizes innovation and efficiency often
neglects the protection of the rights of individuals as data subjects.

Thus, the challenge of personal data protection in the Al era in the Indonesian business
sector is not merely a matter of separate technology or regulations, but rather how to integrate
legal principles (such as consent, transparency, accountability) into fast-paced and complex
corporate data management practices. Companies operating on a large scale with data-driven
business models must build data management systems that are not only legal, but also ethical and
oriented towards the rights of data subjects in order to maintain public trust and business
legitimacy.Evaluasi Terhadap Kerangka Regulasi Indonesia yang Mengatur Al dan Perlindungan
Data

Indonesia's legal framework regarding the use of Al in the business sector currently still
relies on a number of general regulations that “indirectly touch on AL The main instrument in
the field of data protection is Law No. 27 of 2022 concerning Personal Data Protection, which
regulates the principles, rights of data subjects, obligations of data controllers and processors, as
well as administrative and criminal sanctions for personal data violations. (Undang-Undang
Republik Indonesia, 2022). Di sisi lain, UU ITE beserta perubahannya (UU 11/2008, UU 19/2016,
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dan UU 1/2024) tetap menjadi payung umum bagi transaksi elektronik, konten digital, dan
keamanan informasi. In the financial services sector, OJK regulates consumer protection and
personal data through POJK 6/POJK.07/2022 and POJK 22/2023 concerning Consumer and
Community Protection in the Financial Services Sector, which emphasizes the obligation to
protect consumer privacy and data. Bank Indonesia also regulates data management in payment
systems through PBI 22/23/PB1/2020 concerning Payment Systems, which contains provisions
on the processing of payment system data and information.

Beyond regulations based on laws and regulations issued by financial sector authorities,
Indonesia has begun to develop specific soft law on Al through the Minister of Communication
and Information Technology Circular Letter No. 9 of 2023 concerning Artificial Intelligence
Ethics. This circular letter establishes Al ethical values such as inclusivity, humanity, security,
accessibility, and accountability, and is addressed to Al-based programming businesses and
public and private Electronic System Operators. However, this Electronic System is a voluntary
ethical guideline (soft regulation), not a legal framework equivalent to a law.

Various legal studies assess that this regulatory configuration has not yet formed a
comprehensive “Indonesian Al Act.” The PDP Law is seen more as a lex specialis on personal
data that is still “technology-neutral” and does not explicitly regulate issues of high-risk
algorithms, algorithmic transparency, or algorithmic audits for Al systems that have a significant
impact on human rights. Disemadi (2021) For example, it emphasizes the urgency of specific
regulations and the use of Al in the context of personal data protection, and points out that there
are still gaps in the regulation and enforcement of rapidly developing Al technology. Other
articles on artificial intelligence and personal data protection also confirm that Indonesia faces
challenges in terms of regulatory gaps, weak enforcement mechanisms, and the absence of clear
standards for algorithmic transparency for Al that processes sensitive data. (Wulandari, 2025).

The most striking omission is the absence of specific risk classifications for Al systems
as recognized in risk-based regulatory approaches. A number of studies have stated that the ITE
Law and PDP Law only regulate data protection and cybercrime in general, without distinguishing
between the obligations of low-risk Al and high-risk Al, and have not yet established specific
obligations for algorithmic impact assessments or Al incident reporting. (Hidayah et al., 2025).
Research on the implementation of the PDP Law also highlights institutional obstacles, delays in
drafting derivative regulations, and low compliance among business actors with the principles of
data minimization, lawfulness, and purpose limitation. (Mahameru et al., 2023).

Compared to the global framework, Indonesia is still in the early stages of Al governance.
The European Union has passed the EU Al Act, the world's first comprehensive regulation
governing Al with a risk-based approach, classifying Al systems into categories of minimal,
limited, high, and prohibited risk, with different obligations for each category. (European
Parliament, 2025). At the normative policy level, the OECD (2020) Al Principles and UNESCO
Recommendation on the Ethics of Artificial Intelligence emphasize global principles such as
human rights, transparency, accountability, fairness, and human oversight of Al systems.

In the regional sphere, the ASEAN Guide on Al Governance and Ethics provides practical
guidance for countries and organizations in Southeast Asia to design, develop, and implement Al
responsibly, emphasizing the principles of transparency, fairness, security, reliability, human-
centricity, privacy, and accountability (ASEAN, 2023). Guide to generative artificial intelligence.
This guide has even been expanded with the Expanded ASEAN Guide on Governance and Ethics
of Artificial Intelligence — Generative Artificial Intelligence, which provides specific policy
considerations (ASEAN, 2025).
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From this perspective, Indonesia's position in the global Al governance trend can be said
to still be “relying on a mosaic of regulations”: it already has a relatively advanced PDP Law in
the region, the Electronic Information and Transaction Law and sectoral regulations (Financial
Services Authority Regulations and Bank Indonesia Regulations) that touch on aspects of data
security and consumer protection, as well as SE Menkominfo 9/2023 as a guideline for Al ethics.
but it does not yet have a single framework that specifically regulates the Al system life cycle,
risk classification, transparency and algorithmic audit obligations, or risk-based obligations as in
the EU Al Act. A number of policy analyses and civil society advocacy efforts emphasize that
Indonesia needs to immediately prepare sound Al governance regulations that are in line with
ASEAN guidelines, so that it does not merely become a consumer of Al technology but is also
able to guide its development in an ethical manner and protect the rights of its citizens (Lembaga
Studi dan Advokasi Masyarakat, 2024).

Formulation of an AI Governance Framework for the Indonesian Business Sector

The application of basic Responsible Al principles such as fairness, accountability,
transparency, explainability, and safety/reliability is an important foundation for companies
implementing Al. As reviewed by Winanto (2025), studies show that businesses that adopt Al
ethically not only focus on efficiency but also on maintaining stakeholder trust by integrating
these values into their corporate strategies. Thus, large companies that use Al not only pursue
performance but must also ensure that Al systems are accountable, understandable to users and
related parties, and safe from vulnerabilities that could harm consumer interests.

As a concrete step, the establishment of an Al Ethics Board in large companies is a
strategic recommendation. This board functions as an internal institution that oversees the
implementation of Al, sets ethical guidelines, monitors the implementation of algorithmic audits,
and ensures cross-functional involvement within the company, such as technology, law, and
business. This model is in line with the findings (Lestari, 2023) which propose an internal
oversight structure as part of adaptive and responsible Al governance. The existence of an Al
Ethics Board enables companies to establish risk mitigation mechanisms and ensure that
automated decision-making does not escape human oversight and is in line with organizational
values.

Before implementing an Al system, it is important for companies to conduct an
Algorithmic Impact Assessment (AIA), a systematic analysis of the potential impact of algorithms
on individual rights, fairness, privacy, and the risk of bias. In the Indonesian context, a study by
Damaris et al., (2025) shows that the data governance framework for Al in the financial sector is
still inadequate because it does not include obligations such as AIA to predict and manage
algorithmic risks. With AIA, companies can identify risk scenarios, evaluate automated decision-
making processes, and develop mitigation plans before the system is launched.

Furthermore, companies must implement regular Al audit operational standards,
including algorithm audits, bias testing, system security checks, and incident or anomaly
reporting. Audits are not merely technological checkpoints, but part of an accountability
mechanism that ensures Al systems continue to operate in accordance with ethical guidelines and
regulations. In line with international literature on auditability in Al governance, research by
Winanto (2025) emphasizes that routine audits are an integral part of business continuity in the
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Al era.

From a consumer protection perspective, companies must also establish mechanisms such
as the right to explanation, which is the right of data subjects to obtain a clear explanation of
automated decisions that affect them, and the right to contest automated decisions, which is the
right to object to automated decisions and have them reprocessed by humans. Enforcing these
rights is important to maintain fairness and accountability in Al systems. Finally, Al governance
should not stand alone, but should be integrated with overall corporate governance (Good
Corporate Governance/GCG) so that Al policies are aligned with the organization's vision,
mission, and values. Based on the analysis, the author proposes a conceptual model of Al
governance for Indonesia that combines ethical aspects, algorithm auditing, a supervisory
structure (in the form of an Al Ethics Board), AIA, and integration into the GCG structure of a
company—a framework that promotes responsible innovation based on transparency, fairness,
and accountability.

CONCLUSION

This research concludes that the rapid adoption of Artificial Intelligence (Al) in the
Indonesian business sector has brought significant benefits to operational efficiency, decision-
making processes, and service automation, yet it simultaneously introduces substantial ethical,
legal, and governance challenges. The analysis shows that issues such as algorithmic bias, lack of
transparency, inadequate human oversight, and increased privacy risks remain prominent due to
inconsistent data practices and limited corporate accountability. Existing regulations—
particularly the Personal Data Protection Law (UU PDP), the Electronic Information and
Transactions Law (UU ITE), and sectoral rules issued by OJK and Bank Indonesia—provide
partial protection but have not fully addressed the unique risks posed by Al systems, especially
concerning algorithmic transparency and risk-based regulation. Comparative analysis with global
frameworks such as the EU Al Act, OECD Al Principles, and ASEAN Al Governance Guidelines
indicates that Indonesia still lacks a comprehensive Al governance structure. The findings
reaffirm the need for a governance model that integrates ethical principles, data-protection
standards, and corporate compliance mechanisms. The proposed conceptual framework offers a
pathway for businesses to implement Al responsibly, ensuring fairness, accountability,
transparency, and protection of individual rights.
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